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◼ Motivation

◼ Framework

◼ Method: Policy gradients

◼ Result

◼ Bad

◼ TODO

◼ Stack feature?

◼ Better using alignment? (label delay)

◼ Better criteria?

◼ Sequence (long temporal) criteria?
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◼ Motivation: sequence level criterion deriving from RL

◼ Method

◼ Agent: S2S model;  

◼ State: context & hidden state in S2S; 

◼ Action: output label set

◼ Reward: WER variants

◼ change to temporal distributed reward: whether 
becomes worse



◼ Motivation: sequence level criterion deriving from RL

◼ Method

◼ Comparison with “Minimum Risk Training for Neural Machine 
Translation”

◼ Sampling method

◼ Reward construction
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......◼ Motivation: 
◼ 1. hard align -> soft align

◼ 2. change modeling but not criterion



◼ Method
◼ 1. Chunk based

◼ 2. time convolution to obtain g_t

◼ 3. output z_u to replace h_u in obtaining attention weight 
\alpha

◼ 4. diff weight \alpha for diff dimension of g_t

◼ 5. Add language model as a “decoder”
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......



◼ WER Results

◼ Result 1: single letter CTC: 23.29 → 18.49

◼ Result 2:

◼ Result 3:
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◼ Motivation

◼ Baseline

◼ per-channel energy normalization (PCEN)

◼ 2-channel adaptive noise cancellation (ANC)

◼ Decide noise or speech based on 1-pass KWS result

◼ If speech → ANC succeeds to get clean speech → do not 
change filter coefficients

◼ If noise → ANC fails to clean the speech → change 
coefficients and double check KWS
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◼ Spectral and spatial inputs: 

◼ The magnitude spectra

◼ Inter-microphone phrase diff (IPD) to the first one

◼ Mask-driven beamforming outputs (separate ASR)

◼ Mask-driven MVDR beamforming

◼ Gain adjustment

◼ Test 5 cases
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◼ Beam prediction

◼ the best beam is related to both target and interfering 
speakers (cannot directly use DOA information)

◼ CE between N-hot selection vector and prediction (N spks)

◼ Multi-view PIT


